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Abstract 
Factor analysis is a statistical method used to explore the underlying structure of a set of variables. Exploratory factor analysis (EFA) 
and confirmatory factor analysis (CFA) are two widely used methods in this domain. In recent years, new findings have emerged that 
shed light on the strengths and limitations of both methods. This paper discussed about new findings of EFA and CFA, challenges 
ahead and some necessary recommendations. 
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1 │ Introduction 
Factor analysis is a statistical technique that has a rich history, da-
ting back to the early 20th century. The technique was first devel-
oped in the field of psychology, but it has since been applied to a 
wide range of disciplines, including social sciences, economics, 
and engineering. The earliest known use of factor analysis can be 
traced back to the British statistician, Charles Spearman, who in-
troduced the concept of "general intelligence" in 1904. Spearman 
used factor analysis to show that intelligence was not a single, 
unitary construct, but rather a collection of distinct abilities that 
were correlated with each other. Spearman's work laid the foun-
dation for modern psychometric theory, which explores the un-
derlying structure of psychological constructs [1]. 

In the 1920s and 1930s, a number of prominent psycholo-
gists, including Louis Thurstone and L.L. Thurstone, began to re-
fine and expand on Spearman's work. They developed new factor 
analysis techniques, such as multiple factor analysis and the 
method of successive approximations, which allowed for more 
complex and nuanced analyses of psychological constructs. Dur-
ing the 1950s and 1960s, factor analysis became increasingly 

popular in the social sciences, particularly in the fields of sociol-
ogy and political science. This was in part due to the growing 
availability of computers, which made it easier to perform com-
plex analyses on large datasets. During this time, researchers de-
veloped new factor analysis techniques, such as confirmatory 
factor analysis (CFA), which allowed for more rigorous testing 
of theoretical models. In the 1970s and 1980s, factor analysis be-
came a standard tool in the field of marketing research. Research-
ers used factor analysis to identify the underlying factors that in-
fluenced consumer behavior and to develop more effective mar-
keting strategies. Today, factor analysis is widely used in a vari-
ety of fields, including psychology, sociology, economics, and 
engineering. It is used to explore the underlying structure of com-
plex phenomena, to develop new theories and models, and to val-
idate the measurement tools used in research [2]. 
 
2 │ Novel findings and advancements of exploratory 
factor analysis (EFA) and CFA 
EFA and CFA are widely used statistical methods for analyzing 
data in social sciences, psychology, education, and other fields. 
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EFA is an exploratory technique used to uncover the underlying 
structure of a set of variables, whereas CFA is a confirmatory 
technique used to test a pre-specified theoretical model. Both 
techniques are used to identify the relationships between ob-
served variables and their underlying latent constructs. 

Recently, there have been several new findings about per-
forming EFA and CFA that have the potential to improve the ac-
curacy and reliability of the results obtained from these tech-
niques. One new finding concerns the choice of the extraction 
method in EFA. Traditionally, researchers have used Principal 
Component Analysis (PCA) or Principal Axis Factoring (PAF) 
as the extraction method in EFA. However, recent research has 
shown that these methods can lead to biased results, especially 
when the data is non-normal or when the number of variables is 
large. Therefore, alternative extraction methods, such as Maxi-
mum Likelihood (ML), Unweighted Least Squares (ULS), and 
Robust Maximum Likelihood (RML), have been proposed as 
better alternatives [3]. 

Another important finding concerns the evaluation of the 
goodness-of-fit in CFA. The traditional method of evaluating the 
fit of a CFA model has been to use the chi-square test. However, 
this method has several limitations, such as its sensitivity to sam-
ple size, its tendency to reject models with large sample sizes, and 
its inability to provide information about the degree and direction 
of misfit. Therefore, alternative fit indices, such as the Compara-
tive Fit Index (CFI), the Tucker-Lewis Index (TLI), the Root 
Mean Square Error of Approximation (RMSEA), and the Stand-
ardized Root Mean Square Residual (SRMR), have been pro-
posed as better alternatives. Another new finding concerns the is-
sue of model complexity in CFA. Researchers have traditionally 
used a rule of thumb of having at least three observed variables 
per latent factor to ensure model identification. However, recent 
research has shown that this rule of thumb can lead to overparam-
eterization and model misspecification, especially when the sam-
ple size is small. Therefore, alternative methods, such as the 
Bayesian Information Criterion (BIC) and the Sample-Size Ad-
justed BIC (SABIC), have been proposed as better alternatives 
for determining model complexity [4]. 

One area of research that has gained attention in recent years 
concerns the issue of non-normality in EFA and CFA. Tradition-
ally, researchers have assumed that the data used in these tech-
niques are normally distributed. However, this assumption is of-
ten violated in practice, especially when dealing with ordinal or 
skewed data. Therefore, alternative methods, such as the 
Weighted Least Squares (WLS) and the Robust Maximum Like-
lihood (RML), have been proposed as better alternatives for han-
dling non-normal data. These methods are more robust to non-

normality and can produce more accurate and reliable results. 
Sample size in EFA and CFA is another main issue. Tradition-
ally, researchers have used a rule of thumb of having at least five 
observations per variable to ensure adequate power and reliabil-
ity. However, recent research has shown that this rule of thumb 
can lead to underpowered and unreliable results, especially when 
dealing with complex models or small effect sizes. Therefore, al-
ternative methods, such as Monte Carlo simulations and boot-
strapping, have been proposed as better alternatives for determin-
ing the appropriate sample size for EFA and CFA [4, 5]. 

A related issue concerns the issue of missing data in EFA and 
CFA. Traditionally, researchers have used ad hoc methods, such 
as listwise deletion or mean imputation, to handle missing data. 
However, these methods can lead to biased and unreliable results. 
Therefore, alternative methods, such as Full Information Maxi-
mum Likelihood (FIML) and Multiple Imputation (MI), have 
been proposed as better alternatives for handling missing data. 
These methods can produce more accurate and reliable results 
and can help to reduce bias and increase power. Another im-
portant finding concerns the issue of model identification in EFA 
and CFA. Traditionally, researchers have assumed that the latent 
factors are uncorrelated with each other. However, recent re-
search has shown that this assumption can lead to model misspec-
ification and biased results, especially when the factors are con-
ceptually related or when the data is multidimensional. There-
fore, alternative models, such as the oblique factor model and the 
correlated factor model, have been proposed as better alternatives 
for modeling the interrelationships between latent factors. These 
models can produce more accurate and reliable results and can 
help to improve the validity and reliability of the measurement 
instruments. Finally, another important area of research concerns 
the issue of measurement invariance in CFA. Traditionally, re-
searchers have assumed that the underlying structure of the data 
is invariant across different groups, such as genders or cultures. 
However, recent research has shown that this assumption can be 
violated in practice, especially when dealing with complex mod-
els or diverse populations. Therefore, alternative methods, such 
as multigroup CFA and multiple indicators multiple causes 
(MIMIC) models, have been proposed as better alternatives for 
testing measurement invariance across different groups. These 
methods can help to identify potential sources of bias and can 
help to improve the validity and reliability of the measurement 
instruments [5]. 

Determining the appropriate number of factors to extract is a 
crucial step in EFA is another important subject. Traditionally, 
researchers have relied on the Kaiser criterion, which suggests re-
taining all factors with eigenvalues greater than one. However, 
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recent research has shown that this method can lead to overex-
traction of factors and that alternative methods, such as parallel 
analysis and minimum average partial (MAP) criterion, can be 
more accurate in determining the number of factors to retain. 
Similarly, in CFA, researchers have traditionally relied on fit in-
dices such as the chi-square test, which can be affected by sample 
size and model complexity. Recent research has shown that alter-
native fit indices, such as the root mean square error of approxi-
mation (RMSEA) and the comparative fit index (CFI), can pro-
vide more accurate and reliable estimates of model fit. Factor 
analysis is often used to explore the underlying structure of data 
and to identify the latent constructs that influence the observed 
variables. However, traditional factor analysis methods are data-
driven and do not incorporate theoretical knowledge or prior ex-
pectations into the analysis. Recent research has shown that in-
corporating theory into factor analysis, such as using Bayesian 
methods or hierarchical models, can improve the accuracy and 
validity of the results and can lead to more meaningful and inter-
pretable factor structures [4]. 

In conclusion, recent findings about EFA and CFA have 
highlighted the importance of using alternative methods for han-
dling non-normal data, determining sample size, handling miss-
ing data, modeling the interrelationships between latent factors, 
and testing measurement invariance across different groups. By 
taking these new findings into account, researchers can improve 
the accuracy and reliability of the results obtained from these 
techniques, which can have important implications for theory de-
velopment, measurement, and intervention in the social sciences, 
psychology, education, and other fields. 
 
3 │ Limitations of EFA and CFA 
While EFA and CFA have numerous advantages, there are also 
several limitations that should be considered when interpreting 
the results. 

EFA and CFA assume that the data are normally distributed. 
If the data are not normally distributed, it can lead to biased and 
inaccurate estimates of the factor loadings and model parameters. 
While there are methods for dealing with non-normal data, such 
as robust estimation methods, these methods may not always be 
appropriate or reliable. The accuracy and reliability of EFA and 
CFA results depend on the sample size. In general, larger sample 
sizes are better because they provide more reliable estimates of 
the factor loadings and model parameters. However, if the sam-
ple size is too small, it can lead to unstable or unreliable results. 
The sample used in EFA and CFA should be representative of 
the population of interest. If the sample is not representative, it 

can lead to biased and inaccurate results. For example, if the sam-
ple only includes individuals from a certain age group or socio-
economic status, the factor structure may not be generalizable to 
the larger population. 

CFA assumes that the factor structure is known and specified 
in advance. If the factor structure is misspecified, it can lead to 
biased and inaccurate estimates of the factor loadings and model 
parameters. While there are methods for dealing with model mis-
specification, such as modification indices, these methods should 
be used with caution and should be interpreted carefully. The in-
terpretation of factors in EFA and CFA can be subjective and 
open to different interpretations. Factors are often named based 
on the items that load most strongly on them, but different re-
searchers may interpret the same factor structure differently. Fur-
thermore, the interpretation of factors may be influenced by the 
researcher's prior assumptions or theoretical perspectives. EFA 
and CFA are correlational techniques and do not establish causal 
relationships between the latent constructs and observed varia-
bles. While EFA and CFA can identify the underlying structure 
of data, they cannot determine whether the latent constructs cause 
the observed variables or vice versa [6]. 

In summary, EFA and CFA have several limitations that 
should be considered when interpreting the results. These limita-
tions include assumptions of normality, sample size and repre-
sentativeness, sensitivity to model misspecification, subjective 
interpretation of factors, and lack of causality. While these limi-
tations do not invalidate the usefulness of EFA and CFA, they 
should be taken into account when interpreting the results and 
drawing conclusions from them. 

 
4 │ Challenges and recommendations of EFA and 
CFA 
4.1 │ Model Misspecification 
Model misspecification is a common problem in both EFA and 
CFA. This occurs when the proposed model does not fit the data 
well, leading to inaccurate and unreliable results. In EFA, model 
misspecification can occur when the number of factors selected 
is incorrect, or when the assumption of uncorrelated factors is not 
met. In CFA, model misspecification can occur when the meas-
urement model does not match the theoretical model, or when the 
assumption of measurement invariance across different groups is 
not met. To address model misspecification, researchers can use 
several techniques, such as goodness-of-fit indices, modification 
indices, and exploratory factor analysis of residuals. These tech-
niques can help to identify potential sources of model 
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misspecification and provide guidance for modifying the model 
to better fit the data [7]. 
 
4.2 │ Non-Normal Data 
Another challenge with EFA and CFA is the assumption of nor-
mality. These techniques assume that the data are normally dis-
tributed, which may not always be the case in practice. Non-nor-
mal data can lead to biased and unreliable results and can also 
affect the accuracy of the goodness-of-fit indices used to evaluate 
model fit. To address non-normal data, researchers can use alter-
native methods, such as robust estimation, weighted least 
squares, or maximum likelihood estimation with non-normal dis-
tributions. These techniques can help to account for non-normal-
ity and produce more accurate and reliable results [8]. 
 
4.3 │ Sample Size 
Sample size is another important challenge in EFA and CFA. 
Traditionally, researchers have used a rule of thumb of having at 
least five observations per variable to ensure adequate power and 
reliability. However, recent research has shown that this rule of 
thumb can lead to underpowered and unreliable results, espe-
cially when dealing with complex models or small effect sizes. 
To address sample size, researchers can use power analysis tech-
niques, such as Monte Carlo simulations and bootstrapping, to 
determine the appropriate sample size for their model. These 
techniques can help to ensure that the sample size is large enough 
to detect small effect sizes and produce reliable results [8]. 
 
4.4 │ Missing Data 
Missing data is a common challenge in EFA and CFA. Tradi-
tional methods, such as listwise deletion or mean imputation, can 
lead to biased and unreliable results. Furthermore, missing data 
can affect the accuracy of the goodness-of-fit indices used to eval-
uate model fit. To address missing data, researchers can use alter-
native methods, such as full information maximum likelihood 
(FIML) or multiple imputation (MI). These techniques can help 
to account for missing data and produce more accurate and relia-
ble results [9]. 
 
4.5 │ Multiple Comparisons 
Multiple comparisons are another challenge in EFA and CFA. 
When conducting multiple tests, the probability of obtaining a 
false positive result increase. This can lead to the identification of 
spurious factors or correlations, which can negatively affect the 
validity and reliability of the results. To address multiple compar-
isons, researchers can use techniques such as Bonferroni correc-
tion or false discovery rate (FDR) correction to adjust the 

significance level of their tests. These techniques can help to re-
duce the likelihood of false positive results and improve the va-
lidity and reliability of the results [10]. 
 
4.6 │ Multicollinearity and Outliers 
Multicollinearity occurs when two or more variables in the anal-
ysis are highly correlated with each other. This can lead to insta-
bility in the factor structure and affect the accuracy of the factor 
loadings. Multicollinearity can also lead to inflated standard er-
rors and biased estimates. To address multicollinearity, research-
ers can use techniques such as principal axis factoring, which al-
lows for the correlation between factors, or orthogonal rotation 
methods, which force the factors to be uncorrelated. Outliers are 
data points that are significantly different from the rest of the data. 
Outliers can have a strong influence on the factor structure and 
affect the accuracy of the factor loadings. They can also affect the 
accuracy of the goodness-of-fit indices used to evaluate model fit. 
To address outliers, researchers can use techniques such as robust 
estimation, which downweights the influence of outliers, or Win-
sorization, which replaces extreme values with less extreme val-
ues [11]. 
 
4.7 │ Non-Linear Relationships 
EFA and CFA assume linear relationships between the variables 
and the latent constructs. However, in practice, these relationships 
may be non-linear. Non-linear relationships can lead to biased 
and unreliable results and affect the accuracy of the goodness-of-
fit indices used to evaluate model fit. To address non-linear rela-
tionships, researchers can use techniques such as polynomial re-
gression, spline regression, or non-linear factor analysis. 
 
4.8 │ Model Selection 
Finally, model selection is an important challenge in both EFA 
and CFA. Researchers must choose the appropriate number of 
factors or latent constructs to include in the analysis. Choosing 
too few factors can lead to underfitting, while choosing too many 
factors can lead to overfitting. To address model selection, re-
searchers can use techniques such as scree plots, parallel analysis, 
or Bayesian information criteria (BIC) to determine the appropri-
ate number of factors to include in the analysis [12]. 

Moreover, it is important to note that EFA and CFA should 
not be used in isolation, but rather in conjunction with other tech-
niques, such as qualitative analysis, theory building, and replica-
tion studies. These techniques can help to ensure that the results 
are valid, reliable, and robust. In addition, researchers should also 
pay close attention to the assumptions and limitations of EFA and 
CFA. For example, they should be aware that these techniques 



Goudarzian et al.                                                                                 

137 
 

assume linearity, additivity, and homoscedasticity. They should 
also be aware that these techniques are limited to the variables 
and samples used in the analysis and may not generalize to other 
populations or contexts. Overall, while EFA and CFA have their 
challenges, they are valuable tools for identifying latent con-
structs and validating measurement instruments. By using appro-
priate techniques and strategies, researchers can overcome these 
challenges and produce reliable and valid results. 
 
5 │ Conclusions 
In conclusion, while exploratory and confirmatory factor analysis 
offer valuable insights into the underlying structures of observed 
variables, they come with their fair share of challenges. By im-
plementing the recommended strategies outlined above, re-
searchers can enhance the reliability and validity of their factor 
analyses, leading to more robust and trustworthy conclusions. 
Vigilance in model specification, factor extraction, and interpre-
tation is key to harnessing the full potential of EFA and CFA in 
advancing our understanding of complex phenomena. 
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